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Abstract 
Breast cancer (BC) is the most prevalent type of cancer in women around the 

globe. Cancer diagnoses have recently included tissue-based biomarkers, 

protein-based biomarkers, and molecular-based biomarkers. Several machine 

learning methods have been created and applied to successfully use 

biomarkers in breast cancer diagnosis and detection. In this study, we 

investigate the impact of particular biomarker combinations on the final 

accuracy and performance using the method of normalized features and 

neural networks. This article provides new findings on how biomarker 

combination affects cancer detection effectiveness using normalized features 

and a FNN model. The research found overall performance of detection with 

Insulin does not show any additional or distinct difference in accuracy, 

highlighting Insulin's modest role in identifying BC cases compared to 

Glucose, Resistin, and HOMA with classification accuracy between 83% 

and 88%.Moreover, HOMA, Glucose, BMI, and Leptin play an essential part 

in identifying BC when their normalized values are compared to the average 

of healthy and BC samples with an accuracy of 95% and sensitivity of 92%. 
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 :الممخص

طرق  تزسشت. العالم حهل الشداء بين انتذارا   الدرطانات أنهاع أكثر ىه( BC) الثدي سرطان
 الحيهية والسؤشرات الأندجة، السدتخمرة من الحيهية السؤشرات مؤخرا   الدرطان تذخيص

 الآلة تعمم طرق  من العديد إنذاء تم. الجزيئية الحيهية والسؤشرات البروتين، عمى القائسة
 ىذه في. واكتذافو الثدي سرطان تذخيص في بشجاح الحيهية السؤشرات لاستخدام وتطبيقاتيا

 والأداء الدقة عمى الحيهية السؤشرات من محددة مجسهعات تأثير نعسل عمى دراسة الدراسة،
 تقدم. العربهنية والذبكات السشدهبة الدسات طريقة باستخدام الشيائيين لكذف سرطان الثدي

 عن الكذف فعالية عمى الحيهية السؤشرات مجسهعة تأثير كيفية حهل جديدة نتائج السقالة ىذه
 لا الأندهلين عن لمكذف العام الأداء أظيرت الشتائج أن. الطريقة السقترحة باستخدام الدرطان

 تحديد في الستهاضع الأندهلين دور يبرز مسا الدقة، في واضح أو إضافي اختلاف أي يعير
 و٪ 33 بين تتراوح ترشيف دقة مع HOMA و والريزيدتين بالجمهكهز مقارنة BC حالات

 مقارنة تتم عشدما BC تحديد في ا  أساسي ا  دور  والمبتين الجدم كتمة ومؤشر الجمهكهز يمعب٪. 33
 ٪.52 وحداسية٪ 55 بدقة BC وعيشات الدميسة العيشات متهسط مع الطبيعية قيسيا
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Introduction 
Breast cancer (BC) is the most prevalent type of cancer 

in women, the substantial rise in the number of cases 

over the last decades has made it a serious medical 

problem [1]. Breast cancer can be detected using a 

variety of tests, including traditional mammograms, 

ultrasound, and magnetic resonance imaging (MRI). If 

doctors identify a suspicious growth, a biopsy should be 

taken, so it can be examined for signs of cancer. Despite 

the widespread use of mammogram as the gold standard 

for identifying and locating cancer, mammography is 

risky for women, particularly those under the age of 

thirty [2]. Due the development of spectral analysis 

techniques and devices for analyzing blood components, 

science tended to work on the concept of biomarkers and 

what could help in classifying, diagnosing and predicting 

the presence of cancers and malignant tumors of all 

kinds [3] . 

Over the last several decades, fundamental cancer 

diagnoses have evolved to include tissue-based 

biomarkers, protein-biomarkers, and molecular-based 

biomarkers such as osteopontin (OPN), cancer antigen 

CA125, and CA15-3 [4]. 

Patricio et al. in 2018 presented the Coimbra dataset in 

2018, which includes biomarker samples from 52 healthy 

and 64 BC patients [5]. The database invloves body mass 

index (BMI) (kg/m
2
), age (years), Glucose (mg/dL), 

Insulin (µU/mL), homeostatic model assessment 

(HOMA), leptin (ng/mL), adiponectin (µg/mL), resistin 

(ng/mL), and monocyte chemoattractant protein-1 

(MCP-1) (pg/dL). The Coimbra breast cancer dataset is 

one of the most important datasets used to investigate 

and detect BC diagnosis using machine learning tools. 

This database is available on the UCI Machine Learning 

Repository. Support vector machine (SVM) models with 

Resistin, BMI, glucose, and age gave a higher precision 

(85% to 90%), sensitivity (82% to 88%), and area under 

the curve (AUC) of (0.87, 0.91) [5]. In 2018, Yixuan Li 

and Zixuan Chen evaluated five various machine 

learning algorithms, including SVM, random forest, 

neural networks, logistic regression (LR) and random 

forest (RF), and discovered that RF is the best model to 

use with Coimbra dataset based on assessment criteria 

[6]. Silva et al. used fuzzy neural networks to detect 

breast cancer in Coimbra dataset in 2019 and achieved a 

final accuracy of 62% and a sensitivity of 78.3% [7].  

The researchers used a fuzzy decision tree (FDT) to 

categorize the Coimbra dataset and achieved a total 

accuracy of 70.68% and sensitivity of 78.3% [8]. 

We recently developed a technique for generating new 

normalized features to the average values of healthy and 

BC samples, then used as input for a feed-forward neural 

network. (FNN) [9,10]. Using the Coimbra dataset, the 

suggested approach achieved 91.7% classification 

accuracy and 92.3% sensitivity, compared to 79.3% and 

75% for the raw samples. Patricio et al. investigated the 

impact of a specific number of biomarkers on the 

accuracy of the SVM model and the significance of a 

specific combination of biomarkers, finding that Resistin, 

BMI, Glucose, and age work perfectly as combination, 

with specificity of (85% to 90%) and sensitivity of (82% 

to 88%). 

Whereas the proposed method of normalized features 

outperformed using all biomarkers in the Coimbra 

dataset as one combination [9,10], it is worthwhile to 

investigate the impact of particular biomarker 

combinations on the final accuracy and performance 

using the same method. This article provides new 

findings on how biomarker combination affects cancer 

detection effectiveness using normalized features and a 

FNN model. This paper includes a short summary of the 

Coimbra dataset's structure, a brief explanation of the 

normalized features with neural networks technique. 

Finally, the results address the impact of various 

biomarker combinations on BC detection effectiveness. 

Methods and materials 
1. Biomarker dataset 

In this paper, the Coimbra Dataset biomarkers from the 

UCI website (University of California, Irvine) are 

studied to improve breast cancer detection using deep 

learning techniques. This dataset contains 116 samples 

(52 healthy subjects and 64 breast cancer patients) [5]. 

The data consisted of nine biomarkers and categorized as 

healthy and BC. The nine features are: Age (years), 

Glucose (mg/dL), Insulin (µU/mL), HOMA, Leptin 

(ng/mL), Adiponectin (µg/mL), Resistance (ng/mL), and 

MCP-1(pg/dL) as shown in Table 1. 

By calculating the average and standard deviation of the 

values of each biomarker for healthy and BC samples 

(Table 1), we found that there is an acceptable variation 

between healthy and BC samples, especially the average. 

Table (1). Biomarkers available in the Coimbra 

database and samples provided as average and 

standard deviation. 

ID  Biomarker 

Healthy 

samples 

(average ± 

standard 

deviation) 

BC samples 

(average ± standard 

deviation) 

V1 
Insulin 

(µU/mL) 
6.93 ± 4.81 12.51 ± 12.22 

V2 HOMA 1.55 ± 1.20 3.62 ± 4.55 

V3 
Glucose 

(mg/dL) 
88.23 ± 10.09 105.56 ± 26.34 

V4 BMI (kg/m2) 28.31 ± 5.37 26.98 ± 4.58 

V5 
Leptin 

(ng/mL) 
26.63 ± 19.14 26.59 ± 19.06 

V6 
Adiponectin 

(µg/mL) 
10.32 ± 7.55 10.06 ± 6.14 

V7 
Resistin 

(ng/mL) 
11.61 ± 11.33 17.25 ± 12.53 

V8 
MCP-1 

(pg/dL) 

499.73 ± 

289.41 
563.01 ± 380.98 

V9 Age (years) 58.07 ± 18.77 56.67 ± 13.38 
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2. Proposed methodology 
In the proposed method, we have a Coimbra database 

containing 9 biomarkers, after calculating the average of 

Biomarker (n) samples (where n is the number of the 

biomarker in the database) for healthy cases “Average 

{H_Biomarker (n)}” and BC cases “Average 

{BC_Biomarker (n)} ", the dataset will be reformulated 

into 18 features, where each composite sample will be 

normalized to the average of healthy cases and the 

average of BC cases, so we have a normalized features 

about how close each sample is to normal and to BC as it 

is shown in (Fig. 1)  [5] . 

 
Figure (1). Scheme of the methodology used in 

extracting normalized features and normalizing 

features and using them as inputs to the neural 

network to obtain a case classification [3] .  
Biomarkers are categorized as healthy or BC in this 

study using a feedforward neural network. FNNs are 

artificial neural networks, also known as a multi-layered 

perceptron. FNN consists of an input layer, several 

concealed layers, and an output layer [11]. The FNN 

neural network was implemented to meet the following 

requirements: an input layer of 9 nodes, an output layer 

of one node (healthy/BC), and N-neurons in the hidden 

layer (HLS) were determined using Eq. 1 [12]: 

 

   √                                        
   (1), 

where m is the input size, and n is the number of output 

nodes. 

The training process depended on the value of the 

desired final performance (10
-8

), the number of epochs 

500, and the training continued using the scaled 

conjugate gradient backpropagation, which updates the 

values of weights and bias according to the method of 

the imputed companion gradient. 

3. Performance metrics 
Output accuracy and efficiency were determined by 

accuracy (AC) and sensitivity (SE), and specificity (SP) 

using the formulas: 

FNFPTNTP

TNTP
Accuracy




  (1) 

FNTP

TP
ySensitivit


  (2) 

Specificity
TN

TN FP



 (3) 

Where: 

True Positive (TP): The number of correctly classified 

data indicating the presence of cancer (BC). 

False Positive (FP): The number of data that are 

misclassified as cancer (BC) and considered as healthy 

(H). 

True Negative (TN): The number of data classified as 

healthy (H) denoting the absence of cancer. 

False Negative (FN): The number of data classified as 

healthy (H) and they are cancerous (BC). 

Results and discussion 
In this section we address and discuss the findings of 

using different combinations of the Coimbra biomarkers 

with the newly computed normalized features. The 

Coimbra dataset is initially split into 80% for training 

and 20% for detection. The study is predicated on 

researching various biomarker combinations in order to 

use them as input to the classification algorithm. 

Accordingly, the neural network topology must be 

updated in terms of hidden layer size for each biomarker 

combination (Eq. 1).  

The following findings demonstrate the classification 

performance after initializing and training the FNN with 

80% training data. The studied biomarkers were labeled 

with "V1-V9" as shown in Table (1). 

The first form of combination uses Insulin (V1) as the 

fundamental biomarker, and then the V2-V9 biomarkers 

are introduced accumulatively. The accuracy and 

sensitivity of the testing results using various 

Insulin-based combinations (Figure 2) are 91% and 92%, 

respectively, which are similar to the prior findings 

[9,10].   Furthermore, classification accuracy varies 

between 83% and 88% when only Insulin, HOMA, 

Glucose, and BMI are used. The overall performance of 

detection with Insulin does not show any additional or 

distinct difference in accuracy, highlighting Insulin's 

modest role in identifying BC cases compared to 

Glucose, Resistin, and HOMA. The age was able to give 

a significant enhancement in BC detection where the age 

of patients with other biomarkers gave an accuracy of 

92%, which meets the previous finding of [5]. 

 
Figure (2). Classification performance using Insulin 

as a basic biomarker. 
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The biomarker combinations based on HOMA are used 

in the second step of performance analysis. As shown in 

(Figure 3), the detection performance using the V2-V4 

combination of HOMA, Glucose, and BMI has a 

reasonable accuracy and sensitivity of 85% and 89%, 

respectively.  While V2-V5 provides the highest testing 

results, with an accuracy of 95% and sensitivity of 92%. 

In addition to the V2-V6 efficiency, with accuracy and 

sensitivity of 93% and 91%, respectively. The findings 

show that HOMA, Glucose, BMI, and Leptin play an 

essential part in identifying BC when their normalized 

values are compared to the average of healthy and BC 

samples. Adiponectin (V6) has a detrimental effect on 

classification performance because it reduces overall 

performance when is used. 

 
Figure (3). Classification performance using HOMA 

as a basic biomarker. 
By excluding the V1-V2 biomarkers, there is no distinct 

increase in total performance as shown in Figure 4. 

Moreover, the absence of V2 decreases the accuracy of 

V3-V6 to 88% which proves the importance of HOMA 

and Insulin in any biomarker combination. In addition, 

the performance of V3-V9 around 80%, shows the 

importance of V1-V2 in any biomarker combination.  

 
Figure (4). Classification performance using Glucose 

as a basic biomarker. 
The last stage contains only V4-V9 as shown in Figure 5 

and Figure 6. There is no clear evidence about the ability 

of any combination involves BMI and Leptin with 

Adiponectin and Resistin alone in enhancing the 

classification performance using normalized features. 

Any combination involves biomarkers between  V6 and 

V9  cannot exceed an accuracy of 72% expect the fact 

that V6-V9 (Figure 6) was able to reach an accuracy of 

80% and sensitivity of 100% which highlight their ability 

to classify BC samples but misclassify the healthy 

subjects. 

 

 
Figure (5). Classification performance using BMI and 

Resistin as basic biomarkers. 

The absence of Insulin, HOMA and Glucose features 

from the dataset clearly reduces the accuracy and 

sensitivity of BC detection where the detection model 

shows a good sensitivity of (50-90%) while the 

specificity of healthy subjects ranges within 10-90% 

with an average of 40% which led to low average 

accuracy using different combinations. 

 

 
Figure (6). Classification performance using Leptin 

and Adiponectin as basic biomarkers. 

Conclusion 
The impact of biomarker combination on the breast 

cancer detection using the normalized features technique 

and neural network model based on Coimbra dataset, 

were investigated in this study. This paper provided a 

short summary of the Coimbra dataset's structure, the 

structure of the neural network used for classification 

with normalized features. The research found that 

HOMA, Glucose, BMI, and Leptin play an essential part 

in identifying BC when their normalized values are 

compared to the average of healthy and BC samples. The 

overall performance of detection with Insulin does not 

show any additional or distinct difference in accuracy, 

highlighting Insulin's modest role in identifying BC 

cases compared to Glucose, Resistin, and HOMA.   

 

 1  2 
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