
 Damascus university Journal for engineering sciences مجلة جامعة دمشق للعلوم الهندسية

 Vol 39 No.4 (2023) : 243-252 252-243 )2023) 4العدد  -39المجلد 

 

 ISSN:2789-(online) 6854                                                                                                                                     10من  1

http://journal.damascusuniversity.edu.sy  

 

 

 

Object Detection And Recognition In GPR Images Using AI 

Techniques 

 
Iyad ABO KASEM

1
, Dr. Chadi ALBITAR

2
 

 Dr. Ali KAZEM
3 

 
1 

Higher Institute for Applied Sciences and Technology, Telecommunication, 

Email: iyad.abokasseem@hiast.edu.sy  
2
.Higher Institute for Applied Sciences and Technology, vision and robotics, 

Email: shadi.albitar@hiast.edu.sy 
3
Higher Institute for Applied Sciences and Technology, control and signal pro-

cessing, Email: ali.kazem@hiast.edu.sy 
 

Abstract 
In this paper, we adapt AI techniques, especially YOLOv5 algorithm, for 

the detection and classification of underground buried objects in B-scan 

ground penetrating radar (GPR) images. We used gprMax toolbox to prepare 

the dataset and we considered seven models: voids, tunnels, groundwater, 

rebar and subsurface concrete. Data augmentation was applied to enlarge the 

Dataset. The recognition results were promising and the algorithm was tested 

on real GPR images taken from different references. This study shows that 

YOLOv5 can detect and classify underground targets, which makes it a 

promising methodology for practical investment to analyze this kind of 

specific GPR data even with few training samples. 
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 الملخص 
فيييييي لييييييقا البحييييييت، نقيييييوم بالاييييييت مار تقنيييييييات اليييييقكا  الاصييييييطنا ي، و اصيييييية  وار مييييييية 

YOLOv5 ،فيييي صيييور رادار ا تيييرا  م المدفونييية تحيييت ا ر  لاكتشيييات وتصييينيت ا جلايييا

لإ يداد مجمو ية البيانيات المتةيمنة  gprMaxتم الايت دام ددوات المحياكي  .(GPR)ا ر  

تولايي  تيم تطبيي  و لايمنت، لمييا  الجوفيية وحدييد التلايليل والإنماقج للفراغيات وا نفيا  وا ةلابع

. كانت نتائج التعرت وا دة وتم ا تبار ال وار مية  لى المعطياتل يادة حجم البيانات  قا دة

يمكنهيا  YOLOv5حقيقية ومأ وقة من بع  المراج . توةل لق  الدرالاية دن  GPRصور 

اكتشيييات وتصييينيت ا ليييدات تحيييت ا ر ، مميييا يجعلهيييا منهجيييية وا يييدة ل لايييت مار العمليييي 

 .يل من  ينات التدريبوجود  دد قل حتى م  GPRلتحليل لقا النوع من بيانات 

رادار ا تيييرا  ا ر ،  وار ميييية يوليييو الإصيييدار ال يييام ، اليييتعلم  الكلماااات المحتا:ياااة 

 العمي ، كشت ا غرا ، تصنيت ا غرا .
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1. Introduction 
On the basis of the reflection and scattering of 

electromagnetic waves in various substances, 

ground penetrating radar (GPR) provides effective 

and non-destructive detection of subsurface targets 

[1]. Archeology, glacier investigation, tunnel 

structure layer examination, and other fields have 

all made extensive use of GPR [2]. Different 

dielectric materials have varying relative 

permittivity and conductivities, thus different 

dielectric structures will exhibit various waveform 

characteristics on GPR images [3]. The key to 

understanding subsurface structures is how to 

interpret GPR images. Manual recognition of GPR 

images is extremely subjective and inefficient due 

to differences in cognition, though. For this reason, 

realizing automatic recognition of GPR images is 

crucial. To perform automatic detection of buried 

items using GPR B-scan images, various 

unsupervised and supervised techniques have been 

examined. The Hough transform methodology is 

one of the most well-known and traditional methods 

[4]. However, the majority of these Hough-based 

techniques are still constrained by the potential of 

extremely high computational complexity when 

processing and discretizing a large number of 

parameters. To identify hyperbola signatures, the 

reference N. Syambas et el. employed template 

matching and dictionary-based approaches [5]. 

These techniques are based on how well each GPR 

image patch correlates with the template or 

dictionary model. For the setup and definition of 

various templates or dictionary models, they need a 

lot of parameters. The HOG feature-based 

classification and the ViolaJones learning algorithm 

based on Haar-like features are two further 

approaches that have been proposed using the 

supervised pattern recognition approach [6]. Their 

results nevertheless contained a number of 

unforeseen false alarms and missed detection 

targets. As a result, identifying hyperbolas in GPR 

images using these traditional recognition 

algorithms is still a difficult task. Deep 

convolutional neural networks (CNNs), which have 

recently experienced amazing growth in the 

computer vision field, offer a wide range of tools 

and frameworks for tackling various image 

interpretation and recognition challenges. In 

contrast to previous computer vision techniques, the 

use of CNNs for achieving automatic classification 

and image recognition using GPR data has 

produced extremely encouraging results [7, 8]. 

Zhang et al. exploited three neural network 

algorithms to characterize different types of object 

signatures, including object shape, object material, 

object size, object depth and subsurface medium’s 

dielectric constant [9]. The first neural network was 

responsible of classifying the shape of buried 

objects into only three categories: circle, square and 

triangle. The classification result showed that the 

average classification success rate was 90.0%. 

Recently, Gong et al. proved that Faster R-CNN 

network could successfully recognize only three 

types of buried objects in GPR images: roundness, 

rectangle and rebar, reaching an average accuracy 

rate of 93.9% [10].  
In this work, we proposed to employ the 

YOLOv5 object detection architecture, which is 

based on one-stage object detector YOLO (You 

Look Only Once) technique [11], to detect seven 

types of buried objects in GPR images. With the 

use of transfer learning, YOLOv5 versions of 

various sizes—YOLOv5s, YOLOv5m and 

YOLOv5l architectures—were contrasted in terms 

of mAP (mean average precision) and inference 

speed using GPR images. The results demonstrate 

that the methodology is operational and capable of 

detecting and classifying objects in GPR images. 

2. YOLOv5 algorithm 
YOLO is a common deep learning-based 

detection and recognition technique. It has a strong 

anchor frame matching, grid division, global 

receptive field, and multi-semantic fusion detection 

method. By directly predicting the bounding box 

and probabilistic probability of image objects 

through CNN, the YOLO model directly 
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outperforms existing object detection techniques in 

terms of detection accuracy and speed [12]. 

However, YOLOv1 also had certain drawbacks, 

including a lackluster capacity for generalization 

and poor detection precision. Then, YOLOv2 and 

YOLOv3 were introduced to gradually improve 

these issues. The detection performance of 

YOLOv3 is significantly better than that of 

YOLOv2 [11]. In the YOLO series, YOLOv4 and 

YOLOv5 were recently released [13]. Based on the 

PyTorch framework, YOLOv5 has a detection 

speed that can exceed 140 frames per second (FPS). 

The YOLOv5 series is faster and more accurate 

than the previous versions, and its model is 

lightweight and appropriate for deployment on 

embedded devices [11]. Similar to YOLOv4, 

YOLOv5 uses the Mosaic data enhancement 

technique. The detection effectiveness of small 

targets is enhanced by randomly scaling, cropping, 

and arranging the input images to form a stitch. 

Object detection is treated as a regression problem 

in one-stage object detection designs. On the input 

image, it calculates in a single step the class 

probability and the coordinates of the bounding box 

that will enclose the object [11]. It has three 

fundamental components: the backbone, the neck 

and the head as shown in figure 1, just as previous 

one-stage object detection systems (SSD, YOLOv3, 

YOLOv4, RetinaNet, etc). 

 

Figure (1) YOLOv5 architecture [11]. 

The model backbone’s role is to extract the 

unique characteristics from the supplied image. The 

YOLOv5 model uses a CSPNet (Cross Stage Partial 

Networks) structure as a backbone [14]. The 

gradient information is copied in large-scale neural 

network backbones while updating the layer 

weights and the majority of them must be 

repeatedly learned. The CSPNet technique divides 

the base layer’s feature map into two parts; some of 

which are integrated directly with the transition 

layer and others are connected to the dense block. 

In YOLOv5, the size of the model decreased, and 

the speed of inference increased [15]. The model 

neck is used to create feature pyramids. Pyramidal 

feature structures are built using the model neck. 

The model can be generalized for other object 

dimensions using feature pyramids. As a result, it is 

possible to identify images of the same object at 

various scales and sizes. The PANet (Path 

Aggregation Network) feature pyramid is used by 

YOLOv5. By establishing an information shortcut 

in PANet feature transfer, it enables localization 

signals from lower levels to successfully reach the 

top feature layers. To do this, the traditional FPN 

(Feature Pyramid Network) is enhanced with a 

further bottom-up path [16]. The step in which the 

object and object position are anticipated is known 

as the model head, also known as the YOLO layer. 

The YOLO layer generates vectors that provide 

bounding box coordinates, class probability, and 

confidence scores [16]. In our study, we considered 

three different versions of YOLOv5, referred to as 

small, medium, and large according to the model 

size and complexity. Figure 2 shows the results of 

training these versions on the COCO dataset which 

is a dataset with 330k images and 80 classes that 

serves as a benchmark for contrasting object 

detection algorithms [17] ,[18].  

 

Figure (2) YOLOv5 versions of different 

complexity [17]. 
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Transfer learning was applied using the versions 

trained on the COCO dataset by using their pre-

trained weights. 

3. Data set and evaluation 

3.1. gprMax 

gprMax is an open source software that 

simulates electromagnetic wave propagation [19]. It 

solves Maxwell’s equations in 3D using the Finite-

Difference Time-Domain (FDTD) method. gprMax 

was designed for modeling Ground Penetrating 

Radar (GPR) but can also be used to model 

electromagnetic wave propagation for many other 

applications. According to the requirements of 

detection, users can adjust the model shape 

parameters, structural layer parameters, dielectric 

characteristics, antenna type and detection step size. 

After performing a simulation computation, a GPR 

image and detection model can be obtained. In this 

paper, we considered seven different models for 

length in range [0.6m-1.2m] and depth 0.3m. Figure 

3 shows the seven different models using paraview 

V5.8 software. 

 
(a) small circular air void (b) capital circular air 

void (c) rectangular air void 

 
(d) circular ground water 

(e) rectangular groundwater 

 
(f) rebar  

(g) rebar within concrete 

Figure (3) GPR models using paraview. 

Due to the long time required for simulation in 

gprMax, we chose to design small scale models of 

the real considered ones. The targets are: a small 

roundness (radius in range [1mm-20mm]) filled 

with air, roundness (radius in range [30mm-80mm]) 

filled with air, rectangular shape filled with air, 

large roundness filled with water (relative 

permittivity r  = 81, conductivity σ = 0.0001 S/m) 

[20], rectangular shape filled with water, rebar 

(perfect electrical conductivity) and rebar 

embedded in concrete ( r  = 6, σ = 0.01 S/m) [20]. 

We considered the dry soil for the filling material 

with r  = 3 and σ = 0.001 S/m [20]. It uses a 

refractor wave with a frequency in range [1.8-2.5] 

GHz and a time window in range [6-10] ns. The 

figure 4 shows the image results for the seven 

different models. 

 

 

 

Figure (4) Image results for seven different models 

3.2. Generation of the dataset 

We used gprMax on a computer with Intel(R) 

Corei9, 3.60 GHz, RAM 32 GB, GeForce RTX 

2080 and seven classes were considered. About 140 

different GPR images were generated by changing 

the target’s size, position, and associated factors. 

Due to the lack of data samples, we adopted data 

augmentation methodology, based on our 

observations, which includes changing contrast, 

zoom, height, width, and gray scale as well as 

adding Gaussian blur and Gaussian noise, to 

enhance the data. The expanded data has 1763 
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images and the ratio 8:2 is used to split the training 

set and validation set. 

3.2. Evaluation criteria 

To compare the performance of the considered 

versions, we considered the following criteria: 

mAP@IoU=0.5 (IoU: Intersection over Union), 

mAP@IoU=0.5:0.95, Precision, Recall, and 

Inference time. IoU is a key parameter for 

evaluating object detecting systems [21], and it 

represents the relation between the bounding box 

we annotated for the ground truth and the one the 

model predicts. It is calculated by dividing the 

intersection sets of these two bounding boxes by 

their union sets. If IoU is higher than the specified 

threshold value, it is calculated as a TP (True 

Positive), and if it is lower, it is calculated as an FP 

(False Positive). Precision, Recall and mAP 

performance metrics were calculated using the Eq. 

1,2 and 3 respectively with the obtained TP, TN 

(True Negative), FP and FN (False Negative) 

values. The threshold value is 0.5 at 

mAP@IoU=0.5 and has taken 10 different values in 

steps of 0.05 between 0.5 and 0.95 at 

mAP:IoU=0.5:0.95 [21]. 

1

Pr (1)

Re (2)

1
(3)

N

i

i

TP
ecision

TP FP

TP
call

TP FN

mAP AP
N 







 

 

N: Number of queries, AP: Average precision. 

4. Training and Results 
Each version of the object detection system was 

trained with 1763 images. We chose a learning rate 

(LR) of 0.01, image size of 416 pixels, and a batch 

size of 16 images. We trained the models on 

Google Colab using the Tesla T14 15GB. Table 1 

shows the number of layers of the models and the 

number of trained parameters.  

 

 

 

Table (1) Training models parameters. 

Model Layers Parameters 

YOLOv5s 157 7029004 

YOLOv5m 212 20877180 

YOLOv5l 367 46140588 

After the training, we tested the versions that 

had produced the best results on the validation 

dataset. Table 2 and Table 3 show the testing 

results, where YOLOv5l had the largest model size, 

as expected, and the highest mAP@IOU:0.5 value 

with 58 FPS, that means YOLOv5l’s detection 

speed is practically real-time. However, YOLOv5s 

had the fastest detection time with 123 FPS and the 

least mAP@IOU:0.5 value. 

Table (2) Training results 

Model Precision Recall mAP@IOU:0.5 

YOLOv5s 0.87 0.89 0.89 

YOLOv5m 0.90 0.89 0.92 

YOLOv5l 0.94 0.92 0.94 

Table (3): Training results 

Model mAP@IOU: 0.5:0.95 FPS Model Size MB 

YOLOv5s 0.47 123 14.4 

YOLOv5m 0.47 87 42.2 

YOLOv5l 0.47 58 92.8 

Recognition results for the seven models are 

shown in Figure 5, Where figure 5a represents a 

small air void with detection accuracy 63%, figure 

5b represents rebar within a concrete structure with 

detection accuracy 83% for rebar and 74% for 

concrete, figure 5c represents a rectangular air void 

with detection accuracy 77%, figure 5d represents a 

circular groundwater with detection accuracy 80%, 

figure 5e represents a rectangular groundwater with 

detection accuracy 83%, figure 5f represents rebar 

with detection accuracy 78% and figure 5g 

represents a large circular air void with detection 

accuracy 69%.  

 

 

 

mailto:mAP@IoU=0.5
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(a)                        (b)                        (c) 

   

(d)                             (e)                               (f) 

 

(g) 

Figure (5) Recognition results 

Regarding the mAP@IOU:0.5 results, YOLOv5l 

had the highest accuracy with 94%, while 

YOLOv5s had the least accuracy with 87%. 

We tested YOLOv5l on images taken from some 

references to evaluate the proposed method. Here, 

our goal was to explore the capability of our 

proposed method to be used as a general purpose 

GPR image detector. By testing YOLOv5l on a real 

image of an orphan underground storage tank taken, 

we noticed that our method was able to detect the 

target with an accuracy of 32% and classified it 

within the rebar class as shown in figure6.  

 

Figure (6) Location of Orphan Gasoline UST at a 

Historic Filling Station [22]. 

 

 

Figure (7) GPR imaging result of the clay 

where water content = 10% [23]. 

By testing it on an image in clay soil, where the 

percentage of water was 10%, we noticed that the 

most obvious target was detected with an accuracy 

of 14% and classified within the capital rectangle 

water (cr water) class as shown in figure7. 

Also, by testing an image taken from ground 

water, objects were detected with an accuracy of 

32% and classified within the capital circle water 

(cc water) class as shown in figure 8. 

 

Figure (8) Image to monitor the movement of 

groundwater table [24]. 

By testing YOLOv5l on images taken from 

another reference, we noticed that it was able to 

detect targets and classify them within capital circle 

(cc) and rebar classes, with an accuracy of 65% and 

71%, respectively as shown in figure 9. 

 
     (a) Capital circle air void   (b) Rebar 

Figure (9) Roundness and rebar models [10]. 

By testing an image of an underground void, we 

noticed that it was detected with an accuracy of 

64% and classified within small circle (sc) class as 

shown in figure 10. 
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Figure (10) B-scan image of air void in 

concrete [25]. 

Finally, by testing on an image containing rebar 

targets, the targets were detected with 28% and 38% 

accuracies and classified within the correct classes 

as shown in figure 11.

 

Figure (11) Rebar models [26]. 

The obtained results prove the importance and 

the ability of the YOLOv5l algorithm to detect and 

classify underground targets.  

 

5. Conclusion 
This paper implements a GPR images 

classification model based on YOLOv5 algorithm. 

Seven typical kinds of underground targets were 

considered and the dataset was generated using 

gprMax software. We adopted a methodology, 

based on our observations, for data augmentation in 

order to enlarge our dataset. We performed the 

training, the validating and the testing of our 

proposed method on Google Colab using Tesla T80 

15GB GPU. The evaluation of the detection results 

showed that the maximum average accuracy was 

about 94% (mAP) with a speed of 58 FPS. 

Moreover, our object detection system successfully 

detected and classified objects in real GPR images 

taken from different references. However, the 

accuracy of the object detection system can be 

improved by increasing the size of dataset by 

adding real images for various purposes, in order to 

build an integrated and comprehensive system that 

can analyze GPR images and detect more types of 

buried objects besides the seven types that were 

considered in this study. 
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