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Abstract

It is important to appreciate at outset that the idea of a vector space in
the algebraic abstraction and generalization of the Cartesian
coordinate system introduced into the Euclidean plane, that is, a
generalization of analytic geometry. Therefore, a number of
interesting papers have been published on the concepts of generating
sets and linearly independence. In this paper, we study the notion of
weak generation of a vector space over a field and the notion of
weakly independent sets as a generalization of linearly independent

sets in vector spaces. We proved that if <X >W is the subspace of V
W g<X>,and X g<X>W if and
only if <X>=<X>W. Also, if X Y are subsets of V, then
<X>W C <Y>W. If X isa finite subset of V and O ¢ X , then X

is linearly independent if and only if X {0} is weakly
independent. Also, we proved that the subset X of V is weakly

weakly generated by X , then <X>

" Department of Mathematics Al-Baath University.
“Department of Mathematics Damascus University.
“Department of Mathematics Al-Baath University.

261



b b ¢dasaldl uLA.g‘\ ‘L;AS\A [SVEN ‘L;-‘L‘S'H\ Olac 2l gil) ddimia dggaidll e liad)

independent if and only if each element v <X>W can be written as a

weak linear combination of X as the only form. Finally, interesting
properties and corollaries are obtained for weakly independent
subsets.
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Linearly independent and weakly independent.

(2010) Mathematical Subject Classification: 13C05,13C12, 13F05, 13F30 -

262



2020 .2 . (36) A Al aghell 30 Grala Alna

Al gl) Al dgatiall il Liadl)

Sl Blaa " Al lise

sl -2 Aasal olay .

adlal)
eisS 8 0aS Y Lginaalse dagall dppall anliall (e dygaial) cileLiail) a3
ool Yy ABIGA GLEaY) aseidd aend e B3me A A
bl e aell Gl @l JaY LAl Lunigll apex'€ suBY] ggiall
-l DY salpal) e genal) o sgie J5U Aaiad) Lpalall JlecYs
poedas Jin (958 eaie oliadl Camidall il ogede Linys dualall 43)50) 030
Gleladll 4 all W) asehal aperi€ Camall Jadll Pl
X e sanally Ciny Agall Sl elail) (X)) oIS 13 4l Ll dgasal
(X) = (X e 3y e X 2 (X 0l (X <(X)
o5 Bxe (0@ X ol Ve deie s degene X culS 13 iy
e X U{0 e panall (4585 Lavie Ladiy Ladie Ui Al X e ganall
Ly Lavic Canaay Aliiee (3585 V eladll o X e senall s cCanazay Laa

L) drals Lle el il
SGhad dmals — aglall IS — cilpalyl) ad
il drala — aslall 08— Sl s T

263



b b ¢dasaldl uLA.g‘\ ‘L;AS\A [SVEN ‘L?_ﬂ.t:\ﬂ\ Olac 2l gil) ddimia dggaidll e liad)

G Ghi S5 W e Gl (S Ve (X)) e &S L
2l g aall e Jeasll 8 hal asy I8 X desendl jualial
iy Al Cile gaaally dalxid) 5 AY) [ailasll;

ol DY) cCumenl) gl gl ¢ eaia olind sApaliiall cilaldl)
i) adl) P,

-13C05,13C12, 13F05,13F30 2010 alall callal) lualy ) ciiiatl)

264



2020 .2 . (36) A Al aghell 30 Grala Alna

1. Introduction.

It is important to appreciate at outset that the idea of a vector space in
the algebraic abstraction and generalization of the Cartesian
coordinate system introduced into the Euclidean plane, that is, a
generalization of analytic geometry. Therefore, a number of
interesting papers have been published on the concepts of generating
sets and linearly independence.

In 2014, Michal Hrbek [3] introduced the notion of weak
independence as a generalization of independence, to modules over
associative rings with an identity element, where a subset X of a left
R —module M is called weakly independent if for any pairwise

distinct elements X, Xy, 0+, X, from X such that
oyXy + Xy ++--+ap Xy =0, then none of o, a,, -, is

invertible in R . Equivalent, a subset X of M is weakly independent
if xeSpan(X\{x}), i.e, X is not in the submodule of M

generated by X \{x}. In addition, he studied a weak basis, where a

weakly independent generating set X of a module M is called a
weak basis. He proved that weakly independent generating sets are
exactly generating sets minimal with respect to inclusion.

In 2016, Daniel Herden [2] studied another generalization of
independence for modules as following, let M be an R —module and
N be a submodule of M , a subset X of M is weakly independent
over N provided that

x ¢ N+ Span (X \{x})

forall Xe X . Also, asubset X of M is weakly independent if it
is weakly independent over the zero submodule.

Weakly based Abelian groups were studied in [4] and [5]. In [4], the
authors obtained their full characterization in terms of dimensions of
certain residual vector spaces.

In this paper, we study the notion of weak generation of a vector
space over a field and the notion of weakly independent sets as a
generalization of linearly independent sets in vector spaces.

In section 2, we study the notion of weakly generating set, where a

subset {Vq, Vo, - -+, V. } of a vector space V over a field F is weakly
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generating of V if forevery VeV thereexist oq, ap, -+, a, € F
such that V=211 ¢;V; and X c; =0. We proved that if
<X >W the subspace of V weakly generated by X, then
<X>W g<X> and X g<X>W if and only if <X>:<X>W . Also,
if X <Y aresubsets of V , then <X>W C <Y>W.

In section 3, we study the notion of weakly independent sets, where a
subset {Vq, Vo, - -+, V. } of a vector space V over a field F is weakly

independent if for every al,az,---,anel: such that

YV =0 and X =0, then g =ap =+--=a =0.
We proved that if X is a subset of V and O¢ X, then X is
linearly independent if and only if X ({0} is weakly independent.
Also, we proved that the subset X of V is weakly independent if and

only if each element V e <X> can be written as a weak linear

W
combination of X as the only form. Let X be a weakly independent
and non-independent subset of V , if there exists an element V € X
that can be written as a linear combination of X \{v}, then X \{v}
is independent. Also, it is proved that if X is a subset of V and
O0¢ X, then X is maximal independent if and only if X {0} is
maximal weakly independent, and if X is maximal weakly
independent , then V :<X>W. Finally, interesting properties and

corollaries are obtained for weakly independent subsets.

Throughout this paper, all vector spaces V are left over a field F as
in [1], a finite subset X of a vector space V over F is called a basis
of V [7], if it is generated of V and linearly independent. If V is a
finite-dimensional vector space and X is a finite subset of V , then
X is a basis of V if and only if X is maximal linearly independent
if and only if X is minimal generating of V [6].
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2. Weak generation of vector spaces.

In this section, we study a special case of linear combinations of a
finite subset of a vector space over a field. We start with the following
definition:

Definition. Let V be a vector space over a fieldF and
X ={Vy,Vo,--+,V, } be a subset of V. We say that every linear

combination of X has the form Zle a;V; where j € F for every

1<i<n suchthat X4 o =0 is a weak linear combination of X
. If there exist elements o, &y, -+, € F for veV such that

iy =0and V=2, aV;, then we say that v is written as a
weak linear combination of X .
Corollary 2.1. Let V be a vector space over a field Fand

X ={v,Vo,--,Vo}be a  subset of V.  With
a=a,=-=a,=0€F, we notice that 2. & =0 and
2oV, =0, e, the zero element of V can be written as a weak

linear combination of any finite subset X of V .
Lemma 2.2. Let V be a vector space over a field F and
X ={v,,V,, -,V } be a subset of V. Then the set of all weak

linear combinations of X :

<X>W ={2XLaVv.:.a eF,V1<i<n A 2! o =0}

is a subspace of V .

Proof. Since 0 & (X >W where X7, 0V, =0, then the subset (X )

is nonempty. Let U,V € <X>W and A € F, then there exist elements

W

a, o, -+, €F such that U=2" v, and 2 &, =0,
and elements S, f,,--, 5, €F such that v=2", BV, and
P B =0 It is clear that AU+V=2" (A, +B)V. and
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21 (Aa, + B)=0. Therefore, Au +Ve<X>W, ie., the set

<X >W is a subspace of V .

According to the last lemma, we can form the following definition:
Definition. Let V be a vector space over a field F and

X ={v,,V,,---,V.} be asubset of V . We call the subspace:
V'i=(X), ={ZLaVv:aeF, vi<i<n A X o =0}

a weakly generated subspace by X . If there exists a finite subset Z of
V such that V :<Z>W, then we say that V is a weakly finite

generated space, i.e., any element vV €V is written as a weak linear
combination of Z

Example. With R as the field of real numbers, let
X ={(1,0),(0,2),(2,3)} be a subset of the vector space R* over

R. It is easy to show that any (X, y) e R? is written as a weak linear
combination of X by the form:

XY (404 Y= gy XY
) ="2L a0+ X Fon+ 2 @3,

Thus, R?over R is a weakly finite generated space by X . We note
that X < R* =(X), .

Lemma 2.3. Let V be a vector space over a field F . The following
hold:

1- <V>W ={0} for every element veV .

2 If (X), #{0}, then Card X > 2 for any finite subset X of V .
Proof. Obvious.

The following lemma shows the relationship between <X>W and

<X> , Where X is a finite subset of a vector space V' over a field F

Lemma 2.4. Let V be a vector space over a field F and
X ={v,,V,,--,V,} be asubset of V . Then <X>W g<X>.
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Proof. Let V e <X>W , then there exist elements «, &,, -+, &, € F
such thatv=>", eV, and 2", & =0 . Thus, v is written as a
linear combination of X i.e. Ve <X> then <X>W C <X> .

Theorem 2.5. Let V' be a vector space over a field F and X be a
finite subset of V . Then the following are equivalent:

1- X <X>W.

2- (X)=(X)y -

Proof. (1) = (2). Suppose X c< > . Since <X> is the smallest
subspace in V' containing X , we have < > <X> . On the other
hand, <X>W <X>by Lemma 2.4. Thus, < > <X>W

(2) = (1. Suppose <X> = <X>W .Thenby X g< > , implies that
X c(X),

Corollary 2.6. Let V' be a vector space over a field F, and X be a
finite subset of V . If V = <X>W .thenV = <X>

Notice. Theorem 2.5 shows that, <X> * <X>W if and only if

Xz <X >W , i.e., it is possible to generate a subspace weakly by sets

that are not contained in them. This is shown in the following
example:
Example. With R as the field of real numbers, let

X ={(1,0),(0,—2)} be a subset of the vector space R* over R.
It is clear that <X>W ={(x,2x); xe R} , and that X ¢<X>W
Thus, by Theorem 2.5, implies that <X> # <X>W .

Theorem 2.7. Let V be a vector space over a field F, and
={V,V,, --,V.} be a subset of V. Then the following are
equivalent:
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1- X & (X),,-
2 — There exists an element V, € X where 1<i<n such that for

any elements @, @,,-++,@, € F for which v, =" av; yields
n
that 3 & =1.

3— (X)#(X)y -
Proof. (1) = (2). Suppose that X & <X>W, then there exists an
element V, € X where 1<1<n such that V, ¢ <X>W, i.e., for any

n
elements &, a,,---,a, €F such that vi:ijlajvj, o)

b=2" a,#0. Wesupposethat b#1,ie, 1-b =0, then:
v, —bv, =217 ayv, -by, =27, c,v,

I

where C,,C,,---,C. € F, with ¢, =a, —b, and c;=a, fori=]j.
Therefore:
Vi = Z:?=1[(l_b)ile]Vj
and

'}:1(1—b)’1cj =@1-b)™ aC = (1—b)’1[2’;:l a,—b]=0
Which means that V, € <X>W, a contradiction. Therefore,
b=>7,a=1.
(2) = (1). Obvious.
(3) < (1). Direct by Theorem 2.5.
Example. With R as the field of real numbers, let
X ={(1,0),(0,1), (2,—1)} be a subset of the vector space R* over
R.
We notice that R*=(X) and (X), ={(X,—X);xeR}. The
element (2,—1) is written as the form:
2,-)=a(,0)+ £0,D) +y(2,-1).
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where a=2-2y, [f=-1+y; yeR.Itis easy to notice
thata+[)’+y=1,Xcz<X>W and <X>¢<X>W.

Lemma 2.8. Let V be a vector space over a field F, and X be a
finite subset of V. If X is a linearly independent set, then
X CZ<X>W,and <X> ¢<X>W

Proof. Direct by Theorem 2.7.

Theorem 2.9. Let V be a vector space over a field F and
X ={v,,V,, --,V,} be a subset of V where Og X . Then the
following are equivalent:

1-Theset X generates V over F ie., V :<X>.

2 — The set X {0} weakly generatess V over F, ie,
V =(XuU{0}),.

Proof. (1) = (2). Suppose that X generates V over F, then for
every VeV there exist elements &, a,,---,a, € F such that

V= 2?:1 aivi . LEt Vn+1 = 0 ev ’ and a‘n+l = _Zin:l ai (S F y then

v=>"av and XM a =0.This indicates that X {0} weakly

i
generates V over F ,ie,V = <X u{O})W.

(2) = (1). Suppose that the set X {0} weakly generates V over
F, then for every veV there  exist elements
a,,8,8,, -8, €F such that v=2" av, and 2. a =0
where Vv, =0. Therefore, V=21, aV,=2. aV,, and this
indicates that X generates V over F ,ie., V =<X>.

Corollary 2.10. Let V be a vector space over a field F, and X be a
finite subset of V. If 0 € X , then the following are equivalent:

1-Theset X generatesV over F ie,V =<X>.
2 —Theset X weakly generates V over F ie, V = <X>W.
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Lemma 2.11. Let V' be a vector space over a field F,and let X ,Y
be finite subsets of V . The following hold:

1-1If X <Y, then <X>W g<Y>W.

2—1f X (Y ), then (X),, <(Y),, and (X)<=(Y),, -
3 - If X g<Y>W and Y g<X>W, then (X)=(Y) and
<X>w = <Y>w'

4— (X} + (V) SX+Y),, -

Proof. 1, 2, and 3 are clear.

4 — For any U€<X>

+{Y)
ye <Y >W such that U=Xx+Yy. It is clear that
(X),, (Y), S(XUY) by (1), then X,ye(XUY) .Thus,
U=x+Yy e<X UY>W . Therefore, <X>W +<Y>W g<X UY>W :

Notice. Let V' be a vector space over a field F,and X ,Y be finite
subsets of V .Then the inclusion <X uY>W C <X>W +<Y >W is not

valid in the general case. This is shown in the following example:
Example. With R as the field of real numbers, let X ={(2,3)},

and Y ={(1,0), (0,1)} be subsets of the vector space R” over R. It
is clear that:

(X), ={(0,0)}

(V) =(@-1))

(XD +{Y)y =((L-1))

and <X uY)W = RZ.Therefore,<X uY>W ¢<X>W +<Y>

3. Weak linear independence and full linear dependence.

In this section, we study a special type of finite subsets of a vector
space which are considered a generalization of linearly independent
sets. We start with the following definition:

there exists Xe<X> and

W w'’ W

W
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Definition. Let V be a vector space over a fieldF and
X ={Vvq,Vy, -,V } be a subset of V. We say that X is weakly
linearly independent or (weakly independent for short) if for any
a,a,,---,a €Fsuch that X', aVv,=0 and 2", a=0 implies

that &, =a, =---=a, =0.If X is not weakly independent, then
we say that X is fully linearly dependent or (fully dependent for
short).

Example. With R as the field of real numbers, let
X ={(1,0),(0,1),(2,3)}, and Y ={(1,0),(0,2),(2,-D} be

subsets of the vector space R? over R. It is easy to show that X is
weakly independent, while Y is fully dependent.

Lemma 3.1. Let V be a vector space over a field F . The following
hold:

1 — Each subset of V consisting of two different elements is weakly
independent.

2 — Each independent finite subset of V is weakly independent.

3 - Let X ={Vy,Vy, -,V } be an independent subset of V , then
for any veV, the set Y ={v,—V,Vv,—V,---,v. =V} is weakly
independent.

Proof. 1 — Let {v,,V,} be a subset of V, where V, #V, and

a,, a, € F, such that:

aV, +a,V,=0
{ a+a,=0
Then a,=—¢, and aV,—aV, =0, so o, (v,—V,)=0. We
supposed that o # 0, then V, =V,, a contradiction. Therefore,
a,=a,=0,ie, {v,V,} is weakly independent.
2 —Let X ={Vq, Vs, -,V } be an independent finite subset of V ,
andlet &, a,,---,a, € F suchthat:
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rav,=0and 27 a =0.
Since X is independent, yields that & =a,=---=4a, =0.
Therefore, X is weakly independent.
3 - Let &,a,,--,a,€F such that 27 a(v,—v)=0 and
".a =0.Then:

i=1 i

in=1 a (Vi —V) = z?=1 av; — (Zin=1 a V= in=1 av, =0.
Since X is independent, yields that &, =a, =---=a, =0. Thus,
Y is weakly independent.
According to Lemma 3.1, we found that each independent set is
weakly independent, but the opposite is not true in the general case,
i.e., if X is weakly independent, then this does not necessarily mean

that X is independent. This is shown in the following example:
Example. With R as the field of real numbers, the set

X ={(1,0),(0,2), (2,3)} of the vector space R* over R is weakly

independent, but it is clear that X is not independent.

We state the relationship between full linear dependence and linear
dependence in the following lemma:

Lemma 3.2. Let V be a vector space over a field F . The following
hold:

1 — Each fully dependent finite subset of V is dependent.

2 — Each dependent finite subset of V is either weakly independent or
fully dependent.

Proof. 1 — Let X ={Vvq,V,,---,V, } be a fully dependent subset of

V, then there are a;,a,,---,a,€F not all zero such that
"8, =0and 27 &V, =0.Thus X is dependent.

2 —Let X ={Vq, Vs, -,V } be a dependent subset of V , then X

is not independent. Let &,, &,,--,a, € F such that 2., & =0 and

", a,V, =0, then we recognize two cases:
i—-Ifa =a,=---=a, =0, then X isweakly independent.
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i—If a,a,,---,a, notall zero, then X is fully dependent.

According to Lemma 3.2, we found that each fully dependent set is
dependent, but the opposite is not true in the general casg, i.e., if X is
dependent, then this does not necessarily mean that X is fully
dependent. This is shown in the following example:

Example. With R as the field of real numbers, let

X ={(1,0),(0,2), (2,3)}be a subset of R* over R. It is clear that

X is dependent but is not fully dependent.

Let V be a vector space over a field F and X be a finite subset of
V . It is known that if O € X, then X is dependent. The following
lemma shows the necessary and sufficient condition for X to be
independent.

Lemma 3.3. Let V be a vector space over a field  and

X ={vq,Vy,---,V, } be a subset of V such that 0 ¢ X . Then the

following are equivalent:
1- X is independent.
2 - X U{0} is weakly independent.

Proof. (1) = (2). With v, =0, let f,,8,, B,, -, B, € F such
that 20, v, =0 and 2,5 =0. So, 2, BVv,=0 and
2, B, =0. Since X is independent, then S, = S, =---= S, =0,
and since 2, AV, =0, we find that S, =0. Therefore,
X {0} is weakly independent.

(2)=@). Suppose X U{0}={v,,v,V,,--,V.} is weakly
independent, where V,=0. Letf, B, -+, 5, € Fsuch that

L BV, =0, thenfor B, =—22", B, we find that:

o B =0and 2, BV, =0
Then by assumption S, =f=8,=--=£,=0. Thus,
B =, ==/, =0.Therefore, X isindependent.

According to Lemma 3.3, we can formulate the following corollary:

275



b b ¢dasaldl uLA.g‘\ ‘L;AS\A [SVEN ‘L?_ﬂ.t:\ﬂ\ Olac 2l gil) ddimia dggaidll e liad)

Corollary 3.4. Let V be a vector space over a field F and X be a
finite subset of V such that Og X . Then the following are
equivalent:

1- X is dependent.

2 — X {0} is fully dependent.

Lemma 3.5. Let V be a vector space over a field F . The following
hold:

1 — For each non-zero element veV, then {v,0} is weakly

independent.
2 — The set {0} is weakly independent.

Proof. 1 — Let VeV be a non-zero element. Since {v} is
independent, then {v, 0} is weakly independent by Lemma 3.3.

2 — Obvious.
Lemma 3.6. Let V be a vector space over a fieldF and

X ={vq, Vy, -,V } be asubset of V . The following hold:

1-If X is weakly independent, then every non-empty subset of X
is weakly independent.

2 — If there exists a non-empty fully dependent subset of X , then X
is fully dependent.

Proof. 1 - Without loss of generality, suppose that

Y ={v,V,,---,v.}, where m<n is a subset of X, and
a, a,,---,a, €F suchthat:

mav,=0and 2" a =0
then

rav.=0and 2 a =0
where &, =0 for m<i <n.Since X isweakly independent, then:
a1 :a2 :---:an :O
Therefore, & =a, =---=4a, =0,i.e, X isweakly independent.
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2 — Without loss of generality, suppose that Y ={v,, V,, -,V },
where m<n is a fully dependent subset of X , then there exist
elements a,, a,,---,a, € F notall zero such that:

"av.=0and 2" a =0.
Let a,4a,,---,8, €F such that & =0 for m<i<n, then

rav, =0, X' a =0, and the elements a,a,,---,a €F

not all zero. Therefore, X is fully dependent.

Two equivalent conditions for weak independence are presented by
the following theorem:

Theorem 3.7. Let V be a vector space over a field  and

X ={Vv,Vy, -,V } be a subset of V. The following are

equivalent:
1— X isweakly independent.
2 — The zero element of V is written as a weak linear combination of

X as the only form.

3-Each Ve <X >W is written as a weak linear combination of X 35
the only form.

Proof. (1) = (2). Let &, a,,---,a, € F such that 2.7, aVv, =0
and 2.7, a=0.

Since X is weakly independent, then & =a, =---=a, =0. Thus,

the zero element of V is written as a weak linear combination of X
as the only form.

(2)=(3). Let ve(X),,, then there exist @, a,,---,a, € F
such that:
v=2>1aV and 20, a =0.

Let B, B,y -+, B, € F such that v=2>., AV, and 2.\, B =0.
Then,

Zinzl(ai _:Bi)vi = in:1 oV, — in:1 :Bivi =0
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(e -B)=2lLa-2L B =0

Then, by assumption, o, —f =0 for each 1<i<n. Then
o, = 3. for each 1<i<n.Thus, V is written as a weak linear
combination of X as the only form.

)= (@. Let a,a,,---,a,€F, such that 2!, &V, =0 and

n

a=0. Since Oe<X>W, then by  assumption,

i=1
a =a,=---=a,=0.Thus, X isweakly independent.
Theorem 3.8. Let V be a vector space over a fieldF and
X ={vy, Vo, -,V } be a subset of V . The following hold:
1 — If X is weakly independent and non-independent, then
X C<X>W and <X>:<X>W.
2 — If X is dependent such that X ¢<X>W, then X is fully
dependent.

Proof. 1 — Suppose that X is weakly independent and non-
independent, then we recognize the following cases:

— 0e X . Suppose that v, =0, then for each Vv, € X where
2<i<n:

v, ==1v, +0v, +---4+0v,_, +1v. +0v, , +---+0v,

Thus, V; € <X>W where 2<i<n. Since V, :Oe<X>W, then
X c <X>W.

— 0g X. Since X is non-independent, then there exist
a,a,, -, a notall zeroin F suchthat X' av, =0. Itis clear

that f=2",a #0 because if f=2.,a =0, thensince X is
weakly independent, yields that:
a1 :a2 :---:an :O

and this is a contradiction. Thus, f =2, & # 0, then:
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zr;:l(_ﬂ)_lajvj =0 and zr;:l(_ﬂ)_laj =-1

Then, for each v, € X where 1<i < nwe find that:

V=V, + 20, (-8) "y, and 1+ X7 (-p) "a, =0

Thus, V, e<X>W, ie, X g<X>W. Therefore, <X>:<X>W by

Lemma 2.4.

2 — Direct by (1).

Theorem 3.9. Let V be a vector space over a field F and
X ={Vy, Vo, -+, V,, } be a weakly independent and non-independent
subset of V . If there exists an element V€ X can be written as a
linear combination of X \{v}, then X \{v} is independent.

Proof. Suppose that X is weakly independent and non-independent,
then X C<X> and <X>:<X>W by Theorem 3.8. Moreover,

there exists an element, let it be V, € X, can be written as a linear
combination of Y ={V,,---,v_}, then Vv, E<Y>, and <X> :<Y>.
On the other hand, by Lemma 3.6, Y is weakly independent. We
suppose that Y is dependent, then Y < (Y) and (Y)=(Y) by

(X),,- Let

u=v,-v,e(X) . then ue(Y) , e, there exist

w 1

Theorem 3.8. This indicates that <Y>W

a,, - -, a, € F such that
u=x" oV, and 2, a =0
Hence, the element U e<X>W can be written as a weak linear

combination of X as two different forms and this is contradictory to
Theorem 3.7. Therefore, Y is independent, ie., X \{v} is

independent.
Notice. Let V be a vector space over a fieldF and

X :{Vl, Vo, ---,Vn} be a weakly independent and non-independent
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subset of V. If ve X, then X \{v} is not independent in the

general case. This is shown in the following example:
Example. With R as the field of real numbers, let

X ={(1,0),(0,1),(2,0)}, be a subset of the vector space R* over
R. It is easy to show that X is weakly independent and
Y ={(1,0),(2,0)} is dependent.

Now, we state the basic properties of the fully dependent set. We start
with the following theorem:

Theorem 3.10. Let V be a vector space over a field F and
X ={v,Vy, -,V } be a subset of V. The following are
equivalent:

1- X is fully dependent.

2 — There exists an element V; € X ; (1< j<n), for which there

are
a,8,,,a,,8,, ,a F

n

suchthat v, =22, ., aV; and 2.7, ;& =1.
Proof. (1) = (2). Suppose that X is fully linearly dependent, then
there exist a,, a,,--+,a, € F notall zero such that:

n
=i

rav=0and 2" av, =0
Let a,#0; I<j<n), then a;=-2.,;8 and
a,v, =—21,,,, V. Hence,

_ _ -1 _ A1 _ n -1
Vj _1'Vj _(aj aj)vj _aj (ajvj) _Zizl,i¢j(_aj ai)vi
and

-1 -1 -1

Zin:l,#j(_aj ai) = a,; (_Zinzl,#j ai) =a;q =1
(2)= (). Let v, € X ; (1< j<n), for which there are:
ai’ az’ ...’ajil’ ajﬂ’...’an cF
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n
i=1,i%]

such that Vv, = av, and X',
yields that:

rav.=0and 2" av, =0
and a,a,,---,a, € F not all zero. Therefore, X is fully

dependent.
According to the last theorem, we can form the following theorem:

Theorem 3.11. LetV be a vector space over a field F and
X ={v,,V,,---,V,} be a subset of V. Then the following are

8, =1, then for a; =-1

equivalent:
1- X is weakly independent and non-independent.
2 - If V=208V <j<n) where

apaz,"-,aj_l,aj+l,---,aneF,thenZ” a =1

i=1,i%]
Proof. Direct by Theorem 3.10.

According to Theorem 3.9 and Theorem 3.11, we can form the
following corollary:

Corollary 3.12. LetV be a vector space over a field F and
X ={Vy, Vo, -,V } be an independent subset of V . If V e <X>
such that v=2.", &V, and>, &V, #1 where a,,a,,---,a, €F,
then X U{V} is weakly independent.

Theorem 3.13. Let V be a vector space over a fieldF and
X ={Vy,Vy, -,V } be a fully dependent subset of V. If X

weakly generates V', then there exists an element
v, € X; (< j<n) suchthat X \{v,} weakly generates V _

Proof. Suppose that X is fully dependent, and V = <X>W , then for

each vV eV there exist &,a,,---,&, €F such that v=2., aV,
and 2., a=0.
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By Theorem 3.10 there exists an element v, € X ; (1< j<n), for
which there are

ﬁpﬂw""ﬂj—vﬂjw”' B, eF

such that, Vv, =21 ., Bv, and tis; B =1 Hence,
v=20 L@ +a,8)v.
Since 2., .; B =1, then

|l7|¢1(a+aﬁ) Z|1’|¢J |+a le’|¢]ﬁ Z
Therefore, X \{V,} weakly generates V |

We state a special type of weakly independent sets and its properties,
we start with the following definition:

Definition. Let V be a vector space over a fieldF and X be a
weakly independent finite subset of V . We say that X is maximal
weakly linearly independent or (maximal weakly independent for
short) if for all veV where v X implies that X U{V}is fully
dependent.

Lemma 3.14. Let V be a vector space over a field F and
X ={Vy, Vy, -,V } be a maximal weakly independent subset of
V . Then, X is dependent.

Proof. Suppose that X is maximal weakly independent. We suppose
that X is independent, then O ¢ X . Thus, X U{0} is weakly
independent by Lemma 3.3, a contradiction. Therefore, X is
dependent.

Let V' be a vector space over a field F and X be a finite subset of
V . It is known that if X is maximal independent, then for all v eV
where v ¢ X, implies that X U{V}is dependent. The following
lemma shows the necessary and sufficient condition for X to be
maximal independent.

Lemma 3.15. Let V be a vector space over a field F and
X ={vq, Vy,---,V, } be a subset of V, such that 0 ¢ X . Then the

following are equivalent:
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1- X is maximal independent.
2 — X {0} is maximal weakly independent.

Proof. (1) = (2). Suppose that X is maximal independent, so X is
independent. Thus, X W{0} is weakly independent by Lemma 3.3.
with v;=0 and V,,€V, such that Vv _,e&X, Ilet

By By Boy oy By € F ., such that
?:3 'V, =0 and Sﬂu =0
Then,

in:llﬂivi = ?:gﬂuvu =0
Since X is maximal independent, then £, f3,, -, B,., € F notall
zero, ie., By, B+, B,.. € F notall zero where B, =—>"" f3.
Therefore, X {0} is maximal weakly independent.
(2) = (2). Suppose that X {0} is maximal weakly independent,
so X U{0}is weakly independent. Thus X is independent by

Lemma 3.3. With V, =0 and v , €V, such that V_, & X, let

B Byr+y B, €F suchthat XM Bv, =0.
We suppose that B, =—>"" 3, then:
in=+11ﬂivi = .n:é 'V, =0 and Z,n:()lﬂ, =0
Since X U{0}is  maximal  weakly  independent,  then

By B B € F notall zero, ie., B, B,,+, B, € F notall

zero. Therefore, X is maximal independent.
Theorem 3.16. Let V be a vector space over a fieldF and

X ={Vy, Vo, -,V } be a maximal weakly independent subset of
V. ThenV :<X>W.

Proof. Suppose that X is maximal weakly independent, then we
recognize the following cases:

n+l

n+1
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- 0e X . Then X \{0} is maximal independent by Lemma 3.15.

Then, X \{O} generates V . Hence, X weakly generates V by
Theorem 2.8.
— 0¢g X . Then X is dependent by Lemma 3.14. Then, there exists

an element, let it be v, € X, can be written as a linear combination of
Y ={v,,--,v,}, ie, there exist f,,---,[, €F such that

v, =2, BV,. Moreover, Y is independent by Theorem 3.9. We
suppose that Y is not maximal, then there exists an element v, €V

where v, ¢ X such that Y, ={V,,V,, -,V } is independent. On
the other hand, since X is maximal weakly independent, then
X W4V, }is fully dependent, so there exist a,, &, ---,a, € F not
all zero such that >/ ;@ =0 and 27, &V, =0. It is clear that
a, # 0, because if @, =0 then:

ra=0and 2" av, =0

Since X is weakly independent, yields that a, =a, =---=a, =0,
and this is contradictory to X U{V,} is fully dependent. Thus, V,
can be written as a linear combination of X, i.e., there exist
7y, 7, € F suchthat v, = 2

n

i 7 Vi, then

n

Vo =7V T 257V =2, (n B+ 7V,

Thus, V, can be written as a linear combination of Y , i.e., Y, is
dependent, a contradiction. Hence, Y is maximal independent, then
V = <Y> = <X> Since X is maximal weakly independent, then X

is dependent by Lemma 3.14. Also, <X>W = <X> by Theorem 3.8.
Therefore, V = <X >W .

According to the last theorem, we can form the following corollary:
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Corollary 3.17. Let V be a vector space over a field F and
X ={Vy, Vo, -,V } be a maximal weakly independent subset of
V . Then, there exists an element V€ X can be written as a linear
combination of X \{v}, such that X \{v} is maximal independent.

Theorem 3.18. Let V be a vector space over a field F, and X,Y

are finite subsets of V . The following hold:
1 — If X and Y are maximal weakly independent, then

Card X =Card Y.
2 — If X is maximal independent, and Y is maximal weakly
independent, then Card Y =Card X +1.

Proof. 1 — Suppose that X and Y are maximal weakly independent,
then by Corollary 3.17, there exists an element V& X such that
X \{v} is maximal independent. Also, there exists an element

ueY such that Y \{u} is maximal independent. Thus,
Card X \{v}=Card Y \{u}. Therefore, Card X =CardY .

2 — Suppose that X is maximal independent, and Y is maximal
weakly independent, then by Corollary 3.17, there exists an element
veY such that Y \{v} is maximal independent, Thus,

Card X =Card Y \{v}. Therefore, Card Y =Card X +1.

Theorem 3.19. Let V be a vector space over a field F and
X ={v,Vy, -,V } be a subset of V. Then for any element

n

Vo €(X) such that v,=27 aVv, and X & #1 where
a,a,, -, a, €k, the following hold:
1-1f X isindependent, then X U{v,} is weakly independent.

2 — If X is maximal independent, then X U{Vv,} is maximal

weakly independent.
Proof. 1 — Suppose that X is independent and v, € (X) such that

V,=2aVv, and 2 a #1 where a,a,,---,a,€F. We
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supposed that X U {Vv,}is not weakly independent, i.e., X U{v,}
is fully dependent, then there exist elements 3,3, B,, -, B, € F

not all zero such that 2. ) v, =0 and 2, B, =0. It is clear that
f, #0 because if B, =0,then 2, SV, =0and 2, B =0,
and since X is independent, yields that B, =, =---= S, =0,
and this is contradictory to £3,,,, f,, -, 3, € F not all zero. So

B, #0,then — B, =" B and 2! (—3,) " B =1. Therefore,

2o BV; = PoVo + 2L BV = XL (B + BV, =0
Since X is independent, yields that fS,a + f =0 for each

1<i<n. Hence > (Ba +p)=0, then

"a =2"(8)" B =1, acontradiction. Therefore, X U{v,}
is weakly independent.
2 — Suppose that X is maximal independent, then V = (X ), and X

n

is independent. Let v, €V suchthat vV, =2, &V, and 27, & #1
where &, a,,---,a € F. Then, X U{V,} is weakly independent
by (1). We supposed that X W{v,} is not maximal weakly

independent, then there exists an element V_, €V such that

n+l

X U{V,,V,.. } is weakly independent. Since V, can be written as a

linear combination of X, then V, = :1:11 aVv, where a_, =0.
Thus, V, can be written as a linear combination of X U{V, ,}, then
X U{V, .} is independent by Theorem 3.9, a contradiction.
Therefore, X W{V,} is maximal weakly independent.

Lemma 3.20. Let V be a vector space over a fieldF and X be a

finite subset of V such that V = <X >W . Then, there exists a subset

X' of X suchthatV = <X'>, and X' is maximal independent.
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Proof. Obvious.

We state a special type of weakly generated sets and its properties. We
start with the following definition:

Definition. Let V' be a vector space over a field F and X be a finite
subset of V. We say that X is a minimal weakly generated set of V
if it satisfies the following:

1-V =(X)

2 — No proper subset of X weakly generates V .
More precisely, V = (X) and V = (X \{v}) forallveX.

Theorem 3.21. Let V be a vector space over a field F and
X :{Vl, Vo, - -,Vn} be a subset of V . The following hold:

1-1f X isaminimal weakly generated set of V , then X is weakly
independent.

2 —If X is maximal weakly independent, then X is a minimal weakly
generated set of V .

Proof. 1 — Suppose that X is a minimal weakly generated set of V .
We suppose that X is fully dependent, then by Theorem 3.13, there
exists an element V; € X; (1< j<n) such that X \{v,} weakly

generates V , a contradiction. Therefore, X is weakly independent.
2 —We Suppose that Y ={v,, V,, ---,V, } is a subset of X such that

V= <Y>W and X =Y, then Y is weakly independent by Lemma

W

3.6. We recognize two cases:
— Y is independent. Then, by assumption and Lemma 2.8,

Y& <Y>W =V , acontradiction. Then X =Y .

— Y is not independent. Then, by assumption and Theorem 3.8,
Y c <Y>W =V . By Lemma 3.20, there exists a subset Y' of Y
such that V = <Y> and Y' is maximal independent, then

CardY'=n—-1 by Theorem 3.18. We recognize the following

cases:
—CardY'=r—-1,then n=r,since, Y < X ,then X =Y.
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—CardY'<r—1,then n<r,acontradiction. Then, X =Y .
—~CardY'>r-1,then CardY'=r,ie, CardY'=Card Y.

Since Y'Y, then Y'=Y, a contradiction, where Y' s
independent and Y isnot. Then, X =Y .

Therefore, X is a minimal weakly generated set of V .

Corollary 3.22. Let V be a vector space over a field F and

X ={v,V,,---,V,} be a subset of V. By Theorem 3.7, if X is

maximal weakly linearly independent, then every element v <X >W

can be written as a weak linear combination of X as the only form
and by Theorem 3.16, V =(X), . So, if X is maximal weakly

linearly independent, then every element VeV can be written as a
weak linear combination of X as the only form and in this case, X is
a minimal weakly generated subset of V by Theorem 3.21.
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