Damascus University Journal for the Basic Sciences
Vol 41 No.3 (2025): 44 -51

I3

Lalad¥)  glall gudiad Aaaly Alaa
51 -44 :(2025) 3 3x-41 e

Ba Cliia) gay (Alia L) 48 ghiaay | DPC ) <l a5 asasa

gl asl) o saal O g
Gad Aaala ¢aslall LS (ilaaliyl) and (8 )3 A geae cacline 3]

ghussoun.aljeiroudi@damascusuniversity.edu.sy

: padlall
Lagall Clyasill (sa 52n)s (LDPC) daidiall Z3UH ld ¢ il<ial) HLaa) o i aa
SN il (pe waell b auds U8 LDPC cliae g ardied chaml) Lgealsal ellyg
coselally bl Jaadl (e Alaall Y Lany) Ladail @ paall ¥ JE Jue o Lt
LS o bl el e a3y a8 ol (ALK iy Y L
clie il a3gs i ) (e daall Jaa Lo Vaag

(A LEAY) lishian araaly o5 Alled e lod Allaall 038 ot

caldll jlally aepll Graall dleall Gu Gl Ay lsall sda .LDPC cijae il
Uggrw el QlelS 2l vy Loe Balgall ddgiiadl) 5yilie lgie mitind (didsiina

LS Dylacs A5y ) ddgheaall oda o LS ccalae dles Jal dslall 50

(S LEaY) ddghas (LDPC I cisas ¢ el dnks tdsalidall cilalsl)

5Ll il ghadl

ISSN (online): 2789-6366
http://journal.damascusuniversity.edu.sy/index.php/index/index

2023/11/21 :gu¥) g s
2024/02/28 ;381 sall g )

DO

— Gdad daals 1 aall G
ot gdlsall Ladiag ¢dgu

o Al Cagan il
CC BY-NC-SA 04

81


http://journal.damascusuniversity.edu.sy/index.php/index/index
mailto:ghussoun.aljeiroudi@damascusuniversity.edu.sy

Qg

B Clhualgas (AlSia JLid) ddghans LDPC ) Climafi asad

Design LDPC Codes with Good Characteristic Parity Check Matrix

Received :2023/11/21
Accepted:2024/02/28

DO

Copyright: Damascus
University- Syria, The
authors retain the
copyright under a CC BY-
NC-SA

Ghussoun Ahmad Abdelkareem Al-Jeiroudit

1Assistant Professor,Lecturer at Mathematics Department, Faculty of Sciences, Da-
mascus University, Damascus, Syria, Specialty: Operational Research,_

ghussoun.aljeiroudi@damascusuniversity.edu.sy

Abstract

Considered essential for their favorable characteristics, Low-Density Parity-
Check codes (LDPC codes) are widely used in various applications such as
fourth and fifth-generation mobile communication systems, wireless internet
connections, digital radio, and digital TV via satellite or cable. This wide-
spread usage has prompted numerous research efforts dedicated to addressing
LDPC code-related issues.

In this paper, we introduce an effective algorithm to design parity check ma-
trices for LDPC codes. This algorithm balances between the code’s
minimum distance and the sparsity of its matrix. Moreover, the generator ma-
trix is produced directly from the parity check matrix, making encoding
straightforward. Hence, there is no need for solving equations. Furthermore,
these matrices are full rank

Keywords: Coding Theory, The LDPC Codes, Parity Check Matrix,

Sparse Matrices.
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1. Introduction

LDPC codes stand out for their efficiency, enabling practical implementation that nearly reaches the Shannon
channel capacity for reliable transmission. Furthermore, these codes come with the benefits of simplified al-
gorithms, providing greater speed and accuracy; see (Onverwagt, 2023). That makes them widely used in many
applications likes: fourth generation (4G) and fifth generation (5G) mobile communication systems, wireless
internet connections, digital radio and digital TV via satellite or cable; (Rana, 2019).

Developed in the early 1960s, LDPC codes have seen a remarkable resurgence in recent years, becoming
widely embraced by modern communication standards. Achieving high processing speed and energy effi-
ciency requires maintaining a low level of complexity in both the encoding and decoding processes; see (On-
verwagt, 2023).

Defined by parity check matrices, LDPC codes enable efficient decoding. However, encoding with low com-
plexity proves challenging due to the generally unknown generator matrix; see (Qi et al, 2013). Consequently,
LDPC codes demand an effective strategy for encoding.

In this paper, we will present an algorithm used to design parity check matrices for LDPC codes. This matrix
H has the following properties: firstly, we can easily compute the generator matrix G of the LDPC code,
making the encoding of this code straightforward. In LDPC code, the encoding is typically achieved by solving

equations He' =0 ; (Onverwagt H., 2023, page 14), but here we find the codeword ¢ by the product

c=aG, where a is the message belonging to {O,l}k . Secondly, this algorithm provides a LDPC code with

a good minimum distance. Hence, we strike a balance between this distance and the sparsity of the parity check
matrix. Additionally, the provided parity check matrix has full row.

2. Literature Review

LDPC codes are very popular, prompting many researchers to address the design and encoding of these codes.
They are striving to develop faster techniques capable of encoding and decoding these codes.

In the paper by (Qi et al., 2013), the encoding of LDPC codes is based on the known concept of approximate
lower triangulation. The paper presents the greedy permutation algorithm to transform parity check matrices
into an approximate lower triangular matrix. The paper by (Prasartkaew et al, 2013) introduces a construction
algorithm for short block irregular LDPC codes, applying a magic square theorem as a part of the matrix
construction. In (Sharifi et al, 2015), they design a code for two-user Gaussian multiple access channels. In
(Broulim, 2018) two main methods are proposed, a method based on backtracking codeword estimations and
a method based on using several parity check matrices. The second method, so called Mutational LDPC, uti-
lizes several parity check matrices produced by slight mutations which run in parallel decoders. A low-com-
plexity LDPC encoder for space applications is implemented in the study by (Wang et al, 2021). RAM is used
to cache the vector for multiplication of the sparse matrix and vector, and the write address and read address
of the RAM are generated by two counters, consuming significantly fewer hardware resources. Meanwhile,
the SRAA circuit is exploited to implement the multiplication of the dense core matrix and vector. The paper
by (Boiko et al, 2021) developes models for efficient coding in information networks based on codes with a
low density of parity check. As, number of decoding iterations is taken for envisaging the defined noise im-
munity indices. The paper by (Ebert et al, 2023) presents sparse regression LDPC codes and their decoding. A
sparse regression code is a concatenated structure with an inner SPARC-like code and an outer non-binary
LDPC code. The inner code is decoded using AMP with a dynamic denser, which runs BP on the factor graph
of the outer LDPC code to improve the state estimate at every iteration.
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The most of the encoding works are done in solving the system Hc™ =0 effectively, where H is the parity

check matrix. Providing LU and other factorizationto H will give less sparse matrix. In this paper we work
by providing the matrix H ,which gives a straightforward generator matrix G . Then we encode by using the
multiplication ¢=aG instead.

3. LDPC Codes:

The LDPC codes are defined in terms of sparse parity check matrices over the field F,. Suppose a parity

check matrix H associated with the linear block code C . If the matrix H is sparse, the code C is said to be
the LDPC code. The matrix is considered to be sparse if it has a small number of nonzero-elements in each
row and column.

If the columns weight in the matrix H are all the same and rows weight are all the same, the LDPC code is
called regular. If not, it is irregular. It has been shown that irregular codes perform better; see (Broulim J.,
2018, page 25).

Let the original message be a e sz. This message is encoded by the code C with the codeword c¢. That is
givenby c=aG ,where ceF,". The generator matrix G has the dimensionsk xn, while its parity check

matrix H has the dimensions (n—K)xn; see (Guruswami, 2010).

The LDPC code usually is defined in terms of its parity check matrix H . So, in the next section, we are
going to provide an algorithm which is used to design a sparse parity check matrix for LDPC codes, namely;

the SPCM algorithm. The produced matrix has the standard form H =[P 1]. Then, the code’s generator

matrix G will be straightforward. It will be given by G=[I P'].

4. Designing Parity Check Matrix:

In the following algorithm, we are going to design parity check matrix H , which has the dimensions nxm,

where m=n—Kk. The matrix H =[P 1]. The SPCM (sparse parity check matrix) algorithm is designed

the matrix P, which has the dimensionmx(n—m). Let P, bethe i"™ column of the matrix P .

4. 1. The SPCM Algorithm:

Let S=n—m, f =0,c=m

For i:O,...,[EJ
2

If (EJ >1) then

If (C iseven) then

8+ 4
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Let c:H, f=2i+1
2

Py = ((1...10.../@peat to reach m index)
c c

Let P,;,, be the flipping indexes of P,;,, (where 0 become 1 and vice versa).

Else

Let C:[CTHJ’ f=2i+1

: repeat to reach m index)
Let P, be the flipping indexes of P,;,,, (where 0 become 1 and vice versa).

stop when (f =) or QEJﬂj'

2

4. 2. The extension of SPCM Algorithm:
Usually n is much greater than n-m. However, if the SPCM algorithm does not generate all the columns of

P, we have generated the remaining columns of P from the odd columns of P as the following:
PP AR AP PR PP P 4P R R R,

Py +P 4P B4R+ P}

Example:

Let Nn=12m=7 the SPCM algorithm gives the matrix P :

, That gives H

)

Il
O OO R R, R, Bk
P P P O O O O
OFRr P OO R K
R O O FR P OO
P O R, O Fr O K
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Its generator matrix G will be given by
1 00001111000

01 000O0OO0OO0OO0OT11IT11

001001100110

00010O0O011Q001

000011010101

G=

11001, then the codeword ¢ will be

110010101010.

If the original message is a

aG=

Example:

c

Let N=20,m=10, The SPCM algorithm and its extension gives the matrix P :

—
—_

n

[

>

.-

o0

-

2

=

<
— — 1
OO0 40 d o A d o d
O 0O A ddd O o o
O +H O H O A O Ao d
o4 O 40 dO0 +d 0o - o
O O HO dAdHA O O O
o 4 O 400 A d o d
O OO H H OO A o
o 4 4 0 O +d +d o o o
O OO0 0O A A oA d
= 4 4+ +4 0 o0 oo o

Its generator matrix G will be given by

O v+1 O 1 =1 O O 1 O
O 1 O 1 O + +1 O O O
O 1 O +d 4 O O +dH O -
O d 1 O 4 O 4 O d
O 1 1 O O 1 O +d 1 O
T O O 1 O «+ +d O «—
- O O +d 1 O O +H « O
- O 4 O O 4 4 O O -
- O 1 O 1 O O 1 O O
T O 1 O 1 O 1 O O O
O O O O O O O o o -
O O O O O O O O «+ o
O O O O O O O «+ O o
O O O O O O 1 O o o
O O O O O 1 O O O O
O O O O 1 O O O O O
O O O 1 O O O O O o
O O 1 O O O O o o o
O 1 O O O O O O O O
_1 O O O O O O o o o
Il
O]

0110001100, then the codeword ¢ will be

¢ =aG =01100011000001111000.

If the original message is a
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5. Results and Discussion:
We provide the SPCM Algorithm and its extension to design a parity check matrix for the LDPC codes. These

matrices are in standard form, so the generator matrix of the LDPC code is computed directly. That makes the
encoding very easy and straightforward. These algorithms provide a code with good minimum distance, as we
balance between this distance and the sparsity of the parity check matrix. As, we design the matrix P with
reasonable number of 1’s in each row, which are located to make the minimum distance as large as possible.
In addition, the parity check matrix has full row rank, since the standard form guarantees that.
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